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Abstract

Human-robot teams operate in uncertain environments and need to accomplish a wide
range of tasks. A dynamic understanding of the human’s workload can enable fluid inter-
actions between team members. A system that seeks to adapt interactions for a human-
robot team needs to quantify the distribution of workload across the different workload
components. A workload assessment algorithm capable of estimating the demand placed
on the human’s visual resources is required. Further, adaptive systems will benefit from
measures of uncertainty, as these measures inform interaction adaptations. Two machine
learning methods’ capacity to estimate visual workload for a human-robot team operat-
ing in a non-sedentary supervisory environment are analyzed. A key finding is that the
uncertainty-aware method outperforms the other approach.

1 Introduction

Human-robot teams operating in dynamic environments will require robots to accurately es-
timate the human’s internal state (e.g., workload level). These estimates must account for
real-world complexities to enable fluid interactions between the robot and its human team-
mate. Workload is defined as a ratio of internal resources required to complete a task and
the available resources dedicated to that task [29]. Workload can be decomposed into different
components (i.e., cognitive, visual, speech, auditory, gross motor, fine motor, and tactile) based
on the type of resources a task utilizes [24]. Incorporating accurate workload models enhances
the robot’s understanding of its human teammate, allowing the robot to manage the human’s
workload by intelligently selecting appropriate interaction modalities (e.g., visual vs. auditory).

Effective adaptation will only be achieved when a robot can quantify the extent to which
each workload component contributes to an individual’s overall workload. Prior work devel-
oped a multi-dimensional workload algorithm that trains separate machine learning methods for
each workload component [13]. This approach is theoretically capable of assessing the specific
demand each workload component places on the human’s overall workload, but only incorpo-
rates cognitive, auditory, speech, gross motor, fine motor, and tactile workload [13] [7] [2]. The
absence of a visual workload method is a core deficiency that leaves the algorithm uninformed.

Future human-robot teams will operate in dynamic environments where each team member
must be able to move freely; thus, physiological sensors required for human workload estimation
must be mobile and worn by the human. Wearable eye trackers (e.g., Pupil Core [18]) allow
individuals to move freely in the environment while leaving their vision relatively untouched.
Prior work demonstrated that ocular metrics (e.g., pupil diameter, blink rate, fixation duration)
correlate with changes in cognitive workload (e.g., [12] [22] [10]), but these metrics also share
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a natural connection to visual workload. Distinguishing between the contributions of cognitive
workload and visual workload is critical when adapting interactions with the human.

Consider the wildland firefighting domain. Fireline construction incurs a high visual work-
load because the human must visually identify where to dig, but requires little cognitive pro-
cessing. Comparatively, firefighters monitoring sensor feeds (e.g., thermal imagery) from a
unmanned aerial vehicle surveying the forest requires significant amounts of both cognitive and
visual resources. Enumerating these differences helps the robot determine how best to commu-
nicate with the human. Further, uncertainty contextualizes component-wise estimates as the
components rely on overlapping metrics.

Incorporating a visual workload method into the multi-dimensional workload algorithm en-
ables the algorithm to fully diagnose the type of workload a human experiences. This manuscript
compares two machine learning methods for estimating visual workload. Both methods were
trained using data from a human supervising a remotely-located aerial robot. Robot interac-
tions were simulated through a modified NASA Multi-Attribute Task Battery-II (MATB-II),
which incorporated tasks of varying difficulties to induce different workload levels. Ground
truth values were derived using a human performance modeling tool, which provided anchors
for each task’s workload and produced continuous workload values. Predicting a continuous
workload value helps determine the human’s proximity to a high or low workload state.

2 Background

Humans have a limited capacity for processing information and making decisions. This capacity
can be analyzed by viewing how humans work from a resource management perspective. Hu-
mans exhibit individual differences [29] that vary day-to-day and are dependent upon a range
of external factors, such as expertise, training, and fatigue.

2.1 Workload Overview

Workload metrics can take the form of (1) subjective questionnaires, (2) performance-based
measures, and (3) objective methods derived from physiological signals. The most widely used
subjective questionnaire is the NASA Task Load Index (NASA TLX) [11], which is typically
administered upon task completion. Prior work examined relationships between physiological
metrics using NASA-TLX; however, these methods are susceptible to human subjectivity [6].
Another commonly chosen workload measure is performance-based metrics (e.g., [31] [21]),
which tend to be task specific, confounded by competency levels, and often do not generalize.

Machine learning can learn the relationship between physiological metrics and an individual’s
underlying workload (e.g., [2], [10], [30]). Interestingly, these objective workload methods often
use subjective questionnaires and performance-based measures as the ground truth. Prior work
either focused on estimating overall workload for visual tasks [10], or detecting workload levels
for simple cognitive workload for visual tasks [30]. Further, many of these methods only perform
discrete workload classification (e.g., low vs. high) workload [30].

IMPRINT Pro is a human performance modeling tool that allows users to construct complex
task networks, where tasks can be organized sequentially, concurrently, and hierarchically [24].
Each task’s workload value is derived using pre-defined component-specific anchor values. The
resulting human performance model generates continuous workload values for each workload
component that can be used as the ground truth in a machine learning process [13]. Utilizing
continuous workload values enables a workload estimation method to both classify workload
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into relative workload conditions (i.e., high vs. low) and inform the robot about the human’s
proximity to a high or low workload.

High and low workload values have different implications on a human’s internal state. A
high workload value, overload (OL), occurs when a task requires a large amount of resources and
an individual only has a small amount of resources available [29]. OL can decrease performance
because the human has insufficient resources to perform a given task. A low workload value,
underload (UL), occurs when a task requires relatively few resources and the individual has a
large amount of available resources. UL can present a problem when humans become unengaged
in their work because that can lead to reduced alertness and lowered situational awareness [29].
Thresholds for OL and UL vary between individuals and tasks, and nominal workload values
between these thresholds are referred to as normal load (NL).

2.2 Visual Workload

Many objective workload methods rely on ocular metrics [10] [30]; however, none specifically
estimate visual workload. Visual workload is the amount of work induced by a task that can
include registering visual stimuli, reading, or visually scanning an area. Ocular metrics share
a natural connection to visual workload; however, many of these metrics also correspond to
cognitive workload and have only been evaluated in that context (e.g., [10], [31], [21]). Pupil
dilation, blink frequency, fixation duration, and saccades are among popular metrics used for
estimating cognitive workload (e.g., [10] [20]). These metrics are sensitive and diagnostic for
cognitive workload [22], but their utility for visual workload estimation has not been evaluated.

Pupil dilation is the most commonly used ocular metric; however, ambient lighting con-
ditions heavily influence the diameter of an individual’s pupil, and this metric’s usefulness
significantly diminishes with high lighting variations. Recent techniques mitigate this negative
impact by using discrete wavelet transformations [5], which produced two metrics: the Index of
Cognitive Activity and the Index of Pupillary Activity (IPA). The Index of Cognitive Activity
requires a proprietary algorithm [23]. IPA is an open-source equivalent to the Index of Cogni-
tive Activity [5]. Both metrics are as sensitive to changes in workload and are more robust to
ambient lighting changes. Further evidence is required to fully evaluate these metrics’ utility
for visual workload estimation.

Gaze Entropy is the Shannon Entropy of fixations [26]. Prior research demonstrated that
pilots display non-deterministic visual scanning patterns when their aircraft is in an error-free
state, and deterministic scanning patterns during emergencies [4]. Gaze entropy is sensitive to
changes in cognitive workload, but has not been evaluated in the context of visual workload [30].

Many of these metrics have been successfully used for visual task recognition in sedentary
environments (e.g., [19], [27]). Visual task recognition and workload estimation are distinct
problems, but the success of these task recognition algorithms demonstrates the potential of
ocular metrics for visual workload estimation. However, these ocular metrics used in these
algorithms required the human’s head to be still and required a high-frequency data stream [17].
Recent efforts use deep learning to produce more accurate gaze features in non-stationary
environments by correcting for situational factors using the forehead’s angular velocity [8].

3 Methods

Amixed-subjects supervisory user evaluation was designed to manipulate participants’ workload
based on task density [28]. This evaluation was designed to evaluate standard machine learning
methods’ ability to accurately estimate workload for all workload components. Two machine
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Figure 1: The Modified NASA MATB-II physical layout. PA and PB represent the areas par-
ticipants walked between. SYSMAN: System Monitor station. RMAN: Resource Management
station. COMM: Communications station.

learning methods were evaluated: 1) a neural network, and 2) a Gaussian process. Neural
networks learn complex and highly non-linear interactions between multiple features and have
been effective at estimating other workload components [13] [2]; thus, hypothesis H1 predicts
that the neural network will have better performance. Nevertheless, prior work suggests that
the presented ocular metrics strongly correlate with changes in workload for visually demanding
tasks [10]; thus, hypothesis H2 predicts that both methods will be capable of distinguishing
between relative workload levels.

3.1 Experimental Design

Table 1: Independent variables.

Type Variable

within-subjects
Tasks
Task-density (i.e., workload)

between-subjects Workload ordering

This evaluation manipulated tasks, task density, and workload ordering as independent
variables, see Table 1. The task environment was the NASA Multi-Attribute Task Battery-II
(MATB-II) [3], which simulates a supervisory-based human-robot team. Participants completed
a single 52.5-minute trial, which consisted of seven consecutive 7.5 minute intervals. Task
density manipulated the number of tasks initiated during a specific interval [28]. Workload was
elicited by increasing or decreasing the NASA MATB-II tasks’ frequency in three levels, each
corresponding to a relative workload level (i.e., UL, NL, and OL). Three task density orderings
were used to manipulate workload, and ensured that each workload transition (e.g., UL-NL,
OL-UL) occurred exactly once:

• O1: UL-NL-OL-UL-OL-NL-UL

• O2: NL-OL-UL-OL-NL-UL-NL

• O3: OL-UL-OL-NL-UL-NL-OL
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(a) Tracking (b) System Monitoring (c) Resource Management (d) Communication

Figure 2: The NASA MATB-II Tasks.

The supervisory task environment consisted of a modified version of the NASA MATB-II [3],
which required a human operator to supervise a simulated remotely-piloted aircraft. The NASA
MATB-II consists of four tasks: tracking, system management, resource management, and
communication. The communication task was split into two separate tasks, communication and
communication response, in order to model the communication itself and any verbal response.
The original NASA MATB-II required participants to remain stationary at a single workstation.
The NASA MATB-II was modified to physically separate each task to require participants to
walk between two stations, as depicted in Figure 1. Each NASA MATB-II task had a separate
dedicated monitor, positioned such that the participant was unable to visually see more than
two monitors simultaneously. This visual hindrance ensured that participants walked around
the environment to complete the overall mission. The required equipment (e.g., joystick or
keyboard) to complete each task was placed in front of the respective computer monitor.

The tracking task, depicted in Figure 2a, required participants keep the circle with a blue
dot in the middle of the cross-hairs using a joystick. The underload condition required a single
45s session of manual tracking, with automated tracking consuming the remaining time. The
overload condition had two 12s manual tracking sessions every minute, while the normal load
condition had one 20s session every minute.

The system monitoring task, shown in Figure 2b, required monitoring two colored lights
and four gauges. If the L5 light turned green or the L6 light turned red, the value was out of
range and required resetting. The four gauges had a randomly moving up and down indicator
that typically remained in the middle. Participants reset a gauge if it was out of range (i.e.,
too high or too low). These items were reset by pressing the corresponding number key on
the keyboard’s top row. The underload condition had only one out of range instance in the
entire 7.5 minute session, overload had fifteen instances per minute, and normal load had five
instances per minute.

The resource management task included six fuel tanks (A-F) and eight fuel pumps (1-8),
shown in Figure 2c. The arrow by the fuel pump’s number indicated the direction fuel flows.
Participants were to maintain the fuel levels of Tanks A and B by turning the fuel pumps on
or off. Fuel Tanks C and D had finite fuel levels, while Tanks E and F had an infinite supply.
A pump turned red when it failed. The underload condition had 2 minutes of manual resource
management with zero pumps failing, while the remaining time was automated. The normal
load condition required manual resource management during the last 3.5 minutes, with at most
two pumps failing every minute. The overload condition required manual resource management
for the entire 7.5 minute condition, with two or more pumps failing every minute.

The communications task, depicted in Figure 2d, required listening to air-traffic control
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requests for radio changes. These requests were similar to: “NASA 504, please change your
COM1 radio to frequency 127.550.” The original MATB communications task required no
speech, but a required verbal response was added. An example response is: “This is NASA
504 tuning my COM 1 radio to frequency 127.550.” Participants changed the appropriate radio
to the specified frequency by selecting the radio and using arrows to change its frequency.
Communications not directed to the participant’s aircraft, indicated by the call sign, were to
be ignored. The underload condition contained a single request with one response task, the
overload contained three requests with at least two response tasks every minute, while normal
load contained up to two requests, with one response task per minute.

Finally, the Pupil Core eye tracker [18] was connected to the desktop computer with a 10-
foot USB cable, allowing participants to move freely between stations. The participants were
required to walk around the tables to the other station (e.g., from PA to PB shown in Figure
1) whenever a ping sound occurred. The participants were free to move between the tasks
at any time, but the ping sound enforced a mandatory transition to the other workstation.
The underload condition contained two walk requests, the overload condition incorporated
seven requests per minute, and normal load had two requests per minute. Task timings and
occurrences were chosen such that the correct workload condition, or task density, was elicited.

3.2 Dependent Variables

The human performance modeling tool IMPRINT Pro was used to model tasks for each work-
load level and ordering prior to conducting the evaluation. Tasks were assigned a workload
value using IMPRINT Pro’s anchors [24] and modelled overtime to produce continuous work-
load values. These values served as the ground truth for all machine learning methods.

The visual workload estimation method incorporates metrics collected using the Pupil Labs
Core eye tracker [18]. The Core eye tracker streams pupil metric data at 200 HZ, but streams
gaze metric data at 30 HZ. Pupil Lab’s eye tracking software derives other metrics (e.g., blinks,
fixations, saccades) from these two data streams. A total of twenty four metrics were used,
where each metric corresponds to one of four metric types: pupil, blink, fixation, and saccade.

Eight pupil metrics were incorporated into the visual workload method: the mean, standard
deviation (std.), and maximum pupil diameter, as well as the mean IPA [5]. Pupil metrics for
each eye were considered separately.

Two blink metrics were incorporated: blink rate, and blink latency. Blink rate is defined as
the number of blinks per minute and blink latency is defined as the time between consecutive
blinks. Prior work established that blink rate increases with visual workload and decreases
with cognitive workload [22]; thus, this metric can inform the machine learning method of the
resources being utilized (i.e., cognitive or visual).

Fixations are defined by the points where an individual’s gaze is stationary, and saccades are
defined by the jumps, or transitions, between these fixation points [22]. The minimum duration
for determining a fixation varies between applications. The Pupil Labs software calculates
fixations using a dispersion-based algorithm (i.e., degrees of visual angle), where fixations occur
when the gaze location is stationary for a user-defined amount of time. The preset minimum
threshold of 80 milliseconds and a maximum threshold of 300 milliseconds were chosen based
on the eye tracker’s documentation [18]. Five fixation metrics were incorporated: fixation
frequency, gaze entropy [26], as well as the mean, std., and maximum fixation duration. Seven
saccade metrics were incorporated into the method: saccade frequency, the mean, std., and
maximum of both saccade duration, as well as saccade speed [22].

Two metrics were chosen to evaluate the machine learning methods: Root Mean Squared
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Error (RMSE) and Spearman correlation. RMSE represents the average distance between the
estimated workload and the IMPRINT Pro model’s workload. The Spearman correlation cap-
tures the degree to which the estimated workload changes when the IMPRINT Pro workload
changes, even when the RMSE is large. It is important to contextualize the presented correla-
tion values. Prior work identified correlation values between ± 0.7 and ± 0.9 as “High positive
(negative) correlation”, values between ± .50 and ± .70 as “Moderate positive (negative) cor-
relation”, values between ± .30 and ±.50 as “Low positive (negative) correlation”, and values
between .00 to ± .30 as having a “negligible correlation” [15].

In situ workload ratings required a response on a Likert scale (1 - very low, 5 - very high)
for each workload component. In situ workload ratings were verbally administered six minutes
into the trial and every 7.5 minutes after the initial rating. These subjective ratings serve as a
secondary workload measure and were used to verify the machine learning methods’ results.

3.3 Visual Workload Method

A prior visual task recognition algorithm achieved its highest accuracy levels using a 30s win-
dow size [1]; thus, all ocular metrics were processed using a 30s sliding window. Data within
the window was standardized by subtracting the mean (µ) and dividing by the std. (σ):
xnormalized = (x − µ)/σ. Normalized ocular metrics served as the machine learning methods’
input features and the IMPRINT Pro model served as the ground truth workload values.

Two machine learning methods were evaluated: (1) a shallow neural network, and (2)
a Gaussian process. Neural networks can classify overall workload for visually demanding
tasks [21] [31], and provide granular estimates for other workload components [13] [7]. A
neural network with 5 layers was implemented using PyTorch, where each hidden layer had
128 nodes. The network was trained using the Adam optimizer with a batch size of 64. Early
stopping was employed to prevent overfitting. Likewise, Gaussian processes have successfully
produced workload estimates for cognitive workload (e.g., [21], [31]). The Gaussian process
was implemented using GPyTorch [9]. Exact Gaussian Processes are notoriously difficult to
train, as they are intractable to solve for large datasets; thus, a stochastic variational Gaussian
process (SVGP) was implemented [14]. Both machine learning methods were validated using
leave-one-subject-out cross validation.

3.4 Procedure

The participants completed a consent form and a demographic questionnaire upon arrival,
after which participants were fitted with several wearable sensors, including the Pupil Core eye
tracker [18]. A tutorial video described how to accomplish the tasks, which was followed by a
10-minute training session. The training session cycled through the five tasks, with each task
occurring for a 1-minute period, and repeated the cycle one additional time. The 52.5-minute
trial switch the tasks rapidly and sometimes overlapped tasks in order to emulate real-world
scenarios. The participants completed a post-session questionnaire upon finishing the trial.

Sixty-four participants (37 male, 24 female, and 3 non-binary) completed the experiment.
The mean age and std. were 29.80 and 10.24. Thirty-four held a high school degree, fourteen
held an undergraduate degree, fourteen held a master’s degree, and five held a doctorate degree.
Participants indicated the number of hours they use a desktop or laptop per week, as computer
experience may impact task performance. The majority of participants (45) indicated that they
use computers for more than eight hours per week. Participants rated their video game skill
level on average as 4.75 (std. = 2.62) on a Likert scale (1-little to 9-expert). The results did
not exhibit meaningful differences across these factors.
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Table 2: RMSE and Spearman Correlation for the leave-one-subject-out cross validation for
Visual Workload. Note that the term “All” refers to results for all orderings combined. The
best results is bolded.

Ordering Method
RMSE Spearman Correlation

Mean (Std) Mean (Std) Min Median Max

All
Neural Net 4.391 (0.461) 0.471 (0.171) 0.050 0.505 0.702

SVGP 4.108 (0.388) 0.486 (0.200) -0.055 0.537 0.762

O1
Neural Net 4.385 (0.438) 0.478 (0.204) 0.050 0.531 0.702

SVGP 4.117 (0.389) 0.507 (0.203) 0.008 0.589 0.762

O2
Neural Net 4.328 (0.527) 0.485 (0.171) 0.187 0.541 0.696

SVGP 4.018 (0.434) 0.480 (0.239) -0.055 0.571 0.730

O3
Neural Net 4.467 (0.396) 0.445 (0.109) 0.245 0.492 0.630

SVGP 4.195 (0.301) 0.464 (0.135) 0.109 0.493 0.644

4 Results

The Friedman analysis of variance by ranks test was used to analyze the results when there
are more than two groups. If significant differences exist, the Wilcoxon signed-rank test was
applied. These non-parametric statistical tests ensure that the outcomes were unaffected by the
error distribution across participants. The RMSE and Spearman Correlation values for both
machine learning methods are provided in Table 2.

The SVGP outperformed the neural network across the majority of independent variables.
The SVGP achieved a lower RMSE across all (i.e., All) and each workload ordering when
compared to the neural network. The Wilcoxon signed-rank test indicated that the SVGP’s
RMSE was significantly lower for All (p < 0.01), as well as for each ordering (O1 and O2: p
< 0.01, O3: p < 0.05). Similar patterns existed with Spearman correlation, as the SVGP’s
correlation was significantly higher for All and O3 (p < 0.05). The SVGP’s correlation value
was higher for O1 and lower for O2, but were not statistically significant. The Cohen d effect
size for the RMSE results was All: 0.654, O1: 0.622, O2: 0.612, and O3: 0.738, while small
effect size was found for correlation All: 0.121, O1: 0.135, O2: 0.012, and O3: 0.369.

Neither machine learning method’s performance was significantly impacted by workload
ordering. A Friedman analyses showed that the SVGP’s RMSE and Spearman correlation had
no statistically significant differences across workload orderings, and similar results were found
for the neural network.

A box plot of the estimated workload values produced by the neural network and SVGP
for each workload level (i.e., UL, NL, OL), and each workload ordering is presented in Figure
3. The Friedman analysis showed that there was a statistically significant difference between
the workload conditions (p < 0.01) for both methods across all three workload orderings. The
Wilcoxon ranked tested verified the difference between each pair of workload conditions (i.e.,
UL-NL, NL-OL, and UL-OL) was statistically significant (p < 0.01) for both methods across
all three workload orderings. Further, the Cohen d results showed the effect size of these
differences were all large (i.e., d > 0.5). Additionally, these results mirror the participants’
ratings, as demonstrated by their reported in situ workload ratings presented in Table 3. The
Friedman analysis and pairwise Wilcoxon tests for the in situ workload ratings showed significant
differences across all independent variables, with large effect sizes.

Visual workload estimates for two participants over time, from two different orderings, for
the neural network (Figures 4a and c) and the SVGP (Figures 4b and d) are provided. Figures
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Table 3: Visual Workload In Situ Workload Ratings.

Ordering
Workload

UL NL OL
All 2.59 (1.009) 3.05 (1.089) 3.800 (1.038)
O1 2.439 (0.923) 3.550 (0.686) 3.952 (1.024)
O2 1.895 (1.048) 2.923 (1.109) 3.611 (1.036)
O3 2.238 (1.091) 2.923 (1.187) 3.81 (1.078)

(a) Neural Network (b) SVGP

Figure 3: Quantile plots of the (a) neural network, and the (b) Gaussian Process by ordering
for mean estimated visual workload, with the additional outliers (white circles).

4a and b represent the participant with the highest average correlation across both machine
learning methods, and the participant who exhibited a median average correlation and slightly
below average RMSE is presented in Figures 4c and d. The shaded regions represent one
standard deviation from the mean estimated visual workload.

These figures demonstrate that both machine learning methods accurately estimate visual
workload, especially during the NL and OL conditions. However, the SVGP’s uncertainty
region is large for the duration of the trial, demonstrating that this method never produces
highly confident (i.e., low uncertainty) visual workload estimates.

The participant in Figure 4a experienced three UL conditions during the trial. The neural
network grossly overestimates the visual workload during the last UL condition (i.e., 45-minute
mark). Similar over-estimations are made during both UL conditions (i.e., 20 and 37-minute
mark) for the median-correlation participant (see Figure 4c). The methods generally detect the
decrease in visual workload, but fail to capture the full magnitude of that decrease.

The performance difference between the highest correlation participant (i.e., 0.73) and the
median correlation participant (i.e., 0.55) is difficult to visually discern. The median correla-
tion participant has increasingly noisy workload estimates during the last two intervals when

9



Visual Workload Bhagat Smith, Toribio, Adams

(a) Neural network results for the participant with the highest average correlation (RMSE: 3.48, Corr:
0.69).

(b) SVGP results for the participant with the highest average correlation (RMSE: 3.45, Corr: 0.76).

(c) Neural network results for a participant with median average correlation (RMSE: 3.92, Corr: 0.53).

(d) SVGP results for a participant with median average correlation (RMSE: 3.77, Corr: 0.56).

Figure 4: Visual workload estimates for the two example participant. (Green) Ground truth
IMPRINT Pro values for visual workload. (Blue) A machine learning method’s workload esti-
mates.
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compared to the highest correlation participant. These noisy estimates are a likely source of
performance difference between these two participants.

5 Discussion

Hypothesis H1 was not supported, in fact the results strongly support the opposite conclu-
sion since the SVGP achieved higher performance levels. The SVGP achieved a lower RMSE
and higher Spearman correlation for all and individual workload orderings. Further, machine
learning method choice had a large effect on RMSE.

Generally, the SVGP appears to be more capable at estimating visual workload. However,
both machine learning models were able to detect the statistically significant differences between
relative workload conditions; thus, the SVGP’s higher performance did not translate into an
increased ability to differentiate between workload conditions. These findings strongly support
Hypothesis H2. Further, the in situ workload results confirm that participants experienced
significant differences in visual workload between conditions. These differences existed for all
workload orderings, and for each individual ordering.

A key limitation of both machine learning methods is the inability to accurately estimate
workload during the UL condition, which is likely the result of superfluous task monitoring
during workload transitions. Verifying participants execute tasks in the same order as the
IMPRINT Pro model, at the expected time, is non-trivial and highly uncertain. Task uncer-
tainty can cause misalignment between the objective workload estimation and the IMPRINT
Pro workload model, leading to poor performance during the training process. Misalignment is
more likely to occur during transition periods where participants may expect tasks to continue
with the same frequency; thus, participants may continue to engage in excessive monitoring
and inflate their workload. Further, the in situ workload ratings capture the individual’s work-
load for a single time period (e.g., 7.5-minute interval), but may not represent the workload
experienced during these transition periods. It is difficult to ensure that participants do not
engage in excessive task monitoring during transitions because enforcing hard constraints on
participant behavior introduces bias and does not represent realistic operational conditions.

A key benefit to SVGPs is uncertainty quantification, because uncertainty can provide
additional context for informing to be developed system adaptations. Uncertainty naturally
corresponds to confidence. Adaptations informed by highly confident workload estimates are
justifiable, because the robot estimate of the humans’ internal state will be more accurate.
Adaptations informed by low confidence workload estimates may be counter-productive when
informed by potentially inaccurate estimates. A limitation of the SVGP is this high uncertainty,
which will need to be resolved in the future.

Eye tracker slippage and variability of the participants eye physiology are likely sources of
this large uncertainty region, as they both increase noise in the physiological metrics. Prior
work demonstrated gaze estimation error increased significantly (i.e., 0.8-3.1 degrees) when the
Pupil Core eye tracker slipped over time [25], and these noisy estimates are most likely caused
by slippage in the eye tracker. Reliably gathering the ocular metrics is crucial to the method’s
performance. Differences in eye physiology, lash direction, baseline pupil size, as well as face
shape and viewing angle all negatively impact the reliable data collection [16].

The multi-dimensional workload assessment algorithm requires a visual workload estimation
method in order to assess the specific demand each workload component places on the human’s
overall workload. Both machine learning methods accurately estimated visual workload. The
SVGP’s primary benefit is uncertainty quantification, as highly confident workload estimates
are required for the robot to take definitively helpful actions. The presented results suggest that
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more work is needed to ensure the SVGP’s uncertainty is less impacted by individual differences
and noise, such that the uncertainty is more useful for future robot adaptivity algorithms.

6 Conclusion

Two machine learning algorithms were developed using physiological metrics extracted from
wearable sensors. Both methods were able to accurately estimate visual workload and differen-
tiate between relative workload conditions, but the SVGP achieved a significantly lower RMSE
and higher Spearman correlation. The future ability for a robot to adapt to the human’s work-
load in a helpful manner requires differentiating which workload channels are overtaxed, which
the SVGP method did. Future robot adaptivity algorithms can be further informed by robust
uncertainty quantification, as highly confident workload estimates verify the robot’s decisions
are based on accurate information. Future work will investigate how to improve uncertainty
quantification of the presented visual workload estimation method.
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Borghini, and Gianluca Di Flumeri. A novel mutual information based feature set for drivers’
mental workload evaluation using machine learning. Brain Sciences, 10(8):551, 2020.

[18] Moritz Kassner, William Patera, and Andreas Bulling. Pupil: an open source platform for perva-
sive eye tracking and mobile gaze-based interaction. In ACM International Joint Conference on
Pervasive and Ubiquitous Computing: Adjunct Publication, pages 1151–1160, 2014.

[19] Conor Kelton, Zijun Wei, Seoyoung Ahn, Aruna Balasubramanian, Samir R Das, Dimitris Sama-
ras, and Gregory Zelinsky. Reading detection in real-time. In Symposium on Eye Tracking Research
& Applications, pages 1–5, 2019.
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